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A proton-proton bremsstrahlung experiment has been carried out at TRIUMF using a 280-MeV
polarized proton beam impinging on a liquid-hydrogen target. All three outgoing particles were
detected: the higher-energy proton in a magnetic spectrometer, the lower-energy proton with plas-
tic scintillators, and the photon in lead-glass Cherenkov detectors. The experiment shows the first
unambiguous evidence for off-shell effects in the free nucleon-nucleon interaction, in that the
analyzing powers disagree strongly with the predictions of the soft-photon approximation (which in-
corporates only on-shell information) but are consistent with the results of calculations using the

Bonn and Paris potentials.

I. INTRODUCTION

It is well known that even complete knowledge of the
elastic-scattering amplitudes would not be enough to
determine a unique potential model for the nuclear force.
This is because the elastic-scattering amplitude constrains
the wave functions of the particles only in the asymptotic
limit where the nucleons have the momenta of free parti-
cles. What is needed to probe the off-shell contribution
to the nuclear force is an interaction involving three or
more bodies.

The most direct approach to obtaining off-shell infor-
mation, both experimentally and theoretically, has been
through reactions of the form N+N—-N+N+vy, or
nucleon-nucleon bremsstrahlung. For the two-nucleon
system, bremsstrahlung is the first off-shell process that
occurs with increasing energy and although this is a
three-body system, only two bodies are strongly interact-
ing. This means that complications arising from other
off-shell processes, for example, pion production, can be
avoided by staying below the thresholds of these process-
es. Bremsstrahlung is also easy to handle theoretically
since the form of the electromagnetic interaction is well
described by QED and its weakness with respect to the
strong force allows it to be treated to first order only.

Both ppy and npy experiments have been performed
in the past but the data suffered from poor statistical ac-
curacy due to the small cross sections (for a complete list
of references for experiments performed prior to 1971 see
the review article by Halbert;! more recent experiments
are described in Refs. 2-8). Although at intermediate en-
ergies the npy cross section is approximately four times
larger than the ppy cross section, experiments with neu-
trons are harder to perform, mainly because of the much
lower intensities of available neutron beams. Theoretical-
ly, npy is also more difficult to handle because one-pion-
exchange currents must be included and there are twice
as many partial waves to calculate: the identity of the
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protons in ppy allows only angular momentum singlet-
even and triplet-odd states.

For these reasons a modern ppy experiment was ini-
tiated at the TRIUMF cyclotron facility with the objec-
tive of learning about the off-shell behavior of the strong
force. Specifically the goal of the experiment was two-
fold. First, we wanted to determine whether an existing
modern potential would fit off-shell experimental data,
particularly analyzing powers, which would be measured
for the first time. To this end, a recent calculation with
input from the Paris and Bonn potentials was initiated at
TRIUMF. Second, the reasons why previous brems-
strahlung experiments seemed to be in better agreement
with a soft-photon-approximation (SPA) calculation,
which contains no off-shell input, than with potential
model calculations, needed investigation. The SPA is ex-
pected to be valid only in the on-shell limit, i.e., where
the photon’s momentum goes to zero. Such agreement
could only indicate cancellation in the off-shell terms for
the bremsstrahlung process. Modern calculations of ppy
with input from the Paris and Bonn potentials, as well as
the SPA, had shown that the analyzing powers were sen-
sitive to the differences between the potential models and
the SPA, particularly at small proton scattering an-
gles.* 10

A proton energy of 280 MeV was chosen in order to
stay below the pion production threshold and also as a
compromise between too high an energy, where potential
models would not be valid, and too low an energy, where
the cross section is smaller and approaches on-shell pre-
dictions. Proton polar angles between 10° and 30° were
detected. For a given incident energy, the interaction is
most off shell at the smallest proton polar angles. The
limit of 10° was set by the interference between the detec-
tors and the beam line.

At the energy of this experiment the on-shell momen-
tum p,., defined as the center-of-mass momentum (or
half the relative momentum) of the on-shell nucleon pair,
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ranged up to 1.8 fm~! whereas the off-shell momentum
Do similarly defined as the center-of-mass momentum of
the off-shell nucleon pair, could be as much as 2.5 fm ™!,
The difference |p,, —p.g|, which measures the degree by
which the process is off shell, is a very complicated func-
tion of the geometry and is different for each of the four
possible Feynman diagrams contributing to any one ex-
perimental point. For the smaller-angle pairs it ranged
up to about 1.5 fm ™! and was generally smaller than this
for the large-angle pairs. Thus the present experiment is
sensitive to nucleon-nucleon amplitudes which are off
shell by up to 1.5 fm 1.

Important features of this experiment include a liquid-
hydrogen target, providing a convenient experimental
geometry; detection of all three final-state particles,
greatly reducing background; and track-defining counters
designed to be tolerant of the large elastic background
fluxes that constitute the main experimental background.
Sufficient beam time was available, approximately 1000 h,
to give an order-of-magnitude improvement in statistics.

II. EXPERIMENTAL METHOD

A. Overview

The experimental setup is shown in Fig. 1. A 280-MeV
polarized proton beam of approximately 13 nA was ex-
tracted through TRIUMF beam line 1B. Beam polariza-
tion and intensity were monitored with a polarimeter
which counted left and right coincidences for pp elastic
scattering in a CH, target. Beam current was also mea-
sured by a secondary emission monitor (SEM) located
downstream of the target and calibrated against a Fara-
day cup shortly after the data-taking runs.

The liquid-hydrogen target was contained within an
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Experimental setup for detecting bremsstrahlung
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evacuated scattering chamber. The target vessel consist-
ed of a long cylindrical flask 6.8 cm in diameter, oriented
along the beam. Only a central 5S-mm-thick central cell,
1.59 cm in radius, contained liquid hydrogen. Next to
the liquid, on both sides, was 487.5 mm of H, gas at 1
atm pressure, separated from the liquid by thin 7.6-um
Kapton windows coated with 1000 A of copper. The gas
provided spatial separation of the thick beam entrance
and exit windows from the liquid target region. Back-
ground originating from the entrance and exit windows
was then reduced by shielding the detectors and rejecting
in software the events that came from these regions. The
two final-state protons were detected within a few degrees
of the horizontal plane containing the beam line, and in a
polar angle regime of ~10° to 30° on both sides of the
beam line.

Because the detection systems of the two protons
differed, in what follows a distinction will be made by
referring to the proton detected on the same side of the
beam line as the photon as the “low-energy proton”
(LEP) and that detected on the opposite side as the
“high-energy proton” (HEP).

The LEP’s were detected inside the evacuated scatter-
ing chamber because in certain kinematic regions of in-
terest the energy of the proton was as low as 4 MeV.
Five 6.4-mm-thick plastic scintillators, each subtending
approximately 4° at the target, were used to obtain energy
and time-of-flight information and formed part of the
event trigger.

The HEP was momentum analyzed with a spectrome-
ter consisting of a “‘C” type dipole magnet and four verti-
cal drift chambers (VDC’s) which measured horizontal
track coordinates. The initial proton scattering angle and
the location of the event vertex within the target cylinder
were determined using the track coordinates from the
two chambers in front of the magnet. The VDC immedi-
ately in front of the magnet also measured vertical coor-
dinates. Two chambers after the magnet, in conjunction
with those in front, allowed the proton horizontal bend
angle through the dipole magnetic field to be measured,
i.e., a measure of its momentum. The high flux of elasti-
cally scattered protons in the VDC’s was accommodated
by operating at low gas gain (~10*) and using indepen-
dent TDC-per-wire readout. The drift cell design provid-
ed at least three drift time measurements from each
chamber plane for every track. These three data gave in-
formation on the track coordinate, time of passage of the
particle, and a crude estimate of the angle the particle
trajectory made with the wire chamber. The resolution
in time and angle was sufficient to reject most extraneous
coordinates recorded with ppy events.

An array of eight 3.2-mm-thick plastic scintillators,
parallel to and directly behind the final VDC, gave the
time of flight of the HEP and formed part of the event
trigger. The high-energy protons were detected with this
apparatus positioned in two configurations. The large-
angle configuration (LAC) observed protons within polar
angles of 20° to 30°, while the small-angle configuration
(SAC) covered the range from 10° to 20°.

Sixteen lead-glass Cherenkov counters, spanning the
polar range 15° to 170° on the same side of the beam line
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as the LEP detectors, gave the approximate energy and
scattering angle of the photon. Eight of them were cubes
15 cm on a side and eight were cylinders 12.7 cm in diam-
eter by 17.5 cm deep. A cube subtended about 11° at the
target, while a cylinder typically subtended 5°.

B. Background suppression

Simultaneous detection of all three final-state particles
was carried out to reduce backgrounds. However, the
random triple-coincidence rate observed in preliminary
test runs, approximately 60 000 per second at a current of
12 nA, was still much too high to be tolerated by our ac-
quisition system. By far the biggest contribution to this
rate came from pp elastic scattering in conjunction with
beam-induced neutron background triggering the
Cherenkov counters.

Some of this background was reduced with a combina-
tion of energy degraders and veto counters behind both
the LEP and HEP scintillators. Behind the eight trigger
scintillators on the HEP side were copper plates thick
enough to absorb the highest-energy ppy proton allowed
by the kinematics plus an allowance of approximately 3%
for range straggling. The plates were thin enough to al-
low elastic protons to penetrate and be detected by the
veto counters. These veto counters were 3.2 mm thick,
oversized plastic scintillators put in anticoincidence with
the HEP detectors. A similar absorber-veto combination
was used on the LEP side except that CH, was used as
the absorbing material in order to minimize photon losses
to the two Cherenkov detectors behind. The proton
detectors were shielded by steel absorber from viewing
directly the target cylinder end windows (except for the
upstream window on the LEP side, for which Teflon was
used to reduce photon absorption). A 3.2-mm-thick plas-
tic scintillator in front of each Cherenkov counter vetoed
charged particles.

In addition to the background flux of elastically scat-
tered protons, a large neutron component, probably from
(p,n) interactions at the beam dump, was observed dur-
ing a sweep of the experimental area with a liquid scintil-
lator. The large flux made it necessary to place two large
scintillators, spanning the HEP detector region, in coin-
cidence with the HEP trigger scintillators.

C. Detector calibration

The energy range of interest for the LEP’s was approx-
imately 10 to 120 MeV. This meant that the energy de-
posited by the lowest-energy proton in the 6.4-mm plastic
scintillator, considering energy loss in traversing the
liquid-H, target, was about 4 MeV. The energy deposited
by the highest-energy ‘passing” proton was about 3
MeV. Gains of the phototubes and discriminator thresh-
olds were set to accept all energies above 1 MeV.

The energy range of the HEP’s was 50 to 220 MeV.
Gains and discriminator thresholds were adjusted to ac-
cept the minimum energy (1.2 MeV) deposited in the 3.2-
mm plastic scintillator.

Minimum-ionizing cosmic-ray muons were utilized for
calibration of the Cherenkov detectors. It had been
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determined, through calibration of the detectors in a 70-
MeV electron beam, that these muons produce about the
same amount of light as a 100-MeV photon in the cylin-
drical 12.7-cm-diameter X 17.8-cm Pb glass, and a 120-
MeV photon in the 15.2-cm cubes. Gains of the photo-
tubes were adjusted so that the broad cosmic-ray peak
(minus the pedestal) lay somewhere between 1/3 and 1/2
of the available ADC range. Cosmic-ray events were ac-
quired for all 16 counters by requiring a coincidence be-
tween a Cherenkov and its veto, with discriminator
thresholds turned down.

The ppy photons had energies ranging from approxi-
mately 190 MeV at forward angles to 50 MeV at back-
ward angles. Thresholds were set at roughly 20 MeV by
assuming that the response was linear between the pede-
stal and cosmic-ray peak.

Anode plane voltages of the VDC’s were set to values
giving the best efficiencies without drawing excessive
current. The efficiencies were obtained by triggering on
coincidences between any HE detector and its veto (pp
elastic events). The efficiency of a chamber was taken as
the fraction of events for which a hit was registered when
the central region of the neighboring chamber was hit.

D. Detector timing

Relative timing of all plastic detectors and their vetos
was obtained by using a gamma-gamma coincidence
(from positron annihilation in a *’Na source) between a
movable “wand” scintillator and each particle detector in
turn. Widths of the LEP, HEP, and photon detector
pulses at the master gate were set to 130, 90, and 10 ns,
respectively; therefore, photon detection determined the
event timing. Timing errors were estimated to be +2 ns.
The Pb glass photon detectors were timed relative to the
“wand” using an Am-Be gamma source to provide coin-
cidences when a 4.4-MeV y-ray Compton scattered in the
wand and then reinteracted in the Pb glass counter.

E. Event collection

A triple-coincidence required satisfactory pulse heights
at the discriminators from at least one of each of the
detector types, and the correct veto anticoincidences.
For such an event times and pulse heights were encoded
for the LEP and HEP scintillators and the Cherenkov
counters, and the HEP track was recorded by the VDC’s.
The time of the event with respect to the beam micro-
structure period was also recorded.

To determine the amount of background from acciden-
tal coincidences, two types of events were recorded,
“prompt” and “delayed.” A “prompt” event was one in
which all three final-state particles came from the same
beam burst. These could be either real ppy events or ran-
dom triples. A ‘“delayed” event was one in which at least
one of the particles came from a different beam burst and
was therefore definitely a random event. The component
of random triples mixed in with the real prompt ppy
events was then determined from the number of delayed
random events.

A small sample of pp elastic events, requiring a HEP
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trigger scintillator and its elastic veto in coincidence, was
acquired simultaneously with triplet coincidences for
cross-section normalization. Also collected were pulser
events, obtained by firing light-emitting diodes attached
to each particle detector. These were used to monitor
gain shifts and the dead time of the system. Dead time
was obtained from the ratio of the number of pulses
recorded on tape to the number submitted to the system.

In a large-angle configuration (LAC), corresponding to
HEP detector between 20° and 30°, approximately 80 000
ppy events were obtained out of a background of some
107 random triple events. In a small-angle configuration
(SAC), corresponding to HEP detection between 10° and
20°, approximately 60000 ppy events were obtained out
of an even larger background. (The cross section for the
major background contributor, pp elastic scattering, in-
creases as the HEP scattering angle decreases.) In total
some 200 data tapes were obtained, each containing
about 120000 events of which only 0.6% were ppy
events.

III. ANALYSIS

Analysis of the data consisted of applying limits on
various kinematic quantities for the event as enumerated
below.

(1) Since the microstructure of the incident beam con-
sisted of 5-ns bursts of protons spaced 43 ns apart, an
event was accepted only if a single Cherenkov counter
fired (i.e., it was not a photon multiple) and the Cheren-
kov rf time as within +6 ns of the peak attributed to
prompt events. In this way delayed, beam-induced back-
ground was removed. Multiple-photon events were re-
jected because timing information was obtained using a
common-start—delayed-stop technique. Losses due to
multiple-photon detection were estimated to be 2%. The
lower part of Fig. 2 is a spectrum of Cherenkov rf time
summed over all 16 counters. The peaks are broadened
by adding all 16 counters together. The upper curve
shows the sum over all detectors after background elim-
ination (cuts on target position, good track reconstruc-
tion, multiple-photon rejection, HE bend angle, LE pro-
ton energy, and LE and HE proton time-of-flight) and
correction for timing differences between the photon
counters.

(2) The event was required to come from the liquid por-
tion of the target. This was determined by a cut on the
HEP track projected back to a plane parallel to the
upstream drift chambers passing through the target
center. The distribution of observed events under
different target conditions is shown in Fig. 3.

(3) Those events with a single hit in each type of detec-
tor were binned according to LE detector number,
Cherenkov counter number, and HE scattering angle (the
full 10° to 30° coverage was divided into six 3.3° bins), giv-
ing 480 bins in all. After enough statistics had collected
in each bin, spectra were plotted and limits of the follow-
ing kinematic quantities determined: (a) bend angle of
the HE proton in traversing the dipole magnet, (b) depos-
ited energy in the LE proton detector, (c) time of flight
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FIG. 2. Cherenkov rf time spectrum summed over all 16
Cherenkov detectors.

for the HE protons, after corrections for kinematics, de-
lays and flight-path length differences, and (d) time of
flight for the LE protons after similar corrections.

All these cuts were necessary to select good ppy events
from the large random background. Each individual
constraint was conservative so that a negligible fraction
of ppy was lost. The data were analyzed with several
values for the cuts to ensure that the results were not be-
ing biased. Figures 4 and 5 show plots of the HE bend
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FIG. 3. Projection of the HE proton tracks in drift chambers
1 and 2 back to the target.
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FIG. 4. HEP bend angle through the spectrometer vs photon
scattering angle (HEP bin centered at 17.5°). The arrows indi-
cate the position where pp elastic events would be located.

angle and the LE deposited energy, respectively, with all
other cuts applied. In the plot of the HE proton bend an-
gle (Fig. 4), the arrows to the right of the ppy events indi-
cate the position where pp elastic events would be seen if
only rf and target position constraints had been used.

Events surviving all cuts designed to eliminate back-
ground and pp elastic events were binned according to:
beam polarization state (up, down, off), HEP scattering
angle (by dividing the horizontal VDC coverage into four
sections), LEP scattering angle (according to detector
hit), and whether a prompt or delayed event.

Multiple tracks in the VDC’s were resolved by first
comparing the crude, internally determined track angles
in neighboring VDC’s and second by projecting tracks
before and after the magnet to the middle of the magnet
and selecting the set that was best matched. Corrections
for unresolved multiples and multiple detector hits were
applied to the accumulated event counts within each bin.

The empty-target background was determined by
analyzing, in the same way, data taken with the target
completely evacuated. This was found to be less than
0.5% of the ppy coincidences.

180
TN R

—_ Y | U] S
g T R
3 . -|-.-~E. [

LIl O N D) .
_h_", 0N rseee o

[ .
2 A
Zz
(=]
—_
o
I
a
wee
0 1 1
0 30

10 20
LE DEPOSITED ENERGY (MeV)

FIG. 5. LEP deposited energy vs photon scattering angle.

2693

IV. MONTE CARLO

A. Introduction

In computing cross sections that could be compared
with theoretical calculations, the efficiencies, multiple
scattering, and phase-space acceptances inherent in our
experimental system had to be accounted for. For this
the entire experiment was simulated in a Monte Carlo
software code which was developed from the three-body
event-generating routine GDECA3 of the CERN GEANT li-
brary. Events were generated within the target by ob-
serving conservation of energy and momentum, kinemat-
ics, and folding in phase space and cross section, and then
tracking these events through the experimental setup to
their trigger counters.

A beam proton was created at the entrance to the long
H, target cylinder. Its coordinates at entrance were
chosen at random from a realistic Gaussian beam profile
and its energy chosen at random from a Gaussian distri-
bution centered at 280 MeV. The proton was then
tracked with multiple scattering and energy loss through
the intervening materials to a depth chosen at random
within the 5 mm of liquid-hydrogen target.

The particles were tracked through the rest of the sys-
tem twice. First, in the “ideal” case, the particles were
not scattered after generation and the number of events
that fell within the nominal solid-angle acceptances were
counted. In the second trace, the “real” case, events fall-
ing within the solid angles specified by the detectors were
counted and all the physics that could affect the particle
on its trip to the trigger counters was taken into account.
This included multiple scattering and energy degradation
as the protons traversed different materials, Compton
scattering and pair production of the photon, the effect of
the magnetic field on the protons, and also various
inefficiences in the particle detection systems. These
“real” events then represented what was actually detect-
ed by our system while the ““ideal” events represent what
we could have measured given the theoretical cross sec-
tions and an ideal detection system. The ratio of
“ideal”/“‘real” events, for a given bin, represented the
correction factor that had to be applied to our measured
data before they could be compared with theory.

To some extent, the particular theoretical cross section
folded into the event generation biases the values of these
correction factors. However, biases arise only from the
differences in the theoretical predictions over a particular
bin since both the “real” and ‘“ideal” events have this
same cross section folded in. The difference in the cross
sections derived from the Paris and Bonn potentials is
small. Cross sections derived from the Paris potential
were used in the event generation.

The ratio of “ideal”/‘real” was calculated as described
in the Appendix and used to correct the experimental
counts in a given bin before the cross sections were
formed. These correction factors ranged between 7 and
30 for most bins but in some cases increased to as high as
100, mainly because of the small solid angle of the
Cherenkov counters. (The ‘“real” photon detectors only
observed a small portion of the azimuthal angle spanned
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by the “ideal” photons.)

It was not deemed necessary to simulate the elastic
events used for cross-section normalization since their
detection system was relatively simple.

V. ppy ANALYZING POWERS AND CROSS SECTIONS

A. Analyzing powers

The analyzing powers for each bin were obtained from
the accumulated counts according to
(N'"=RY/n] LT"—(N*—R"Y)/n} LT®

¥ PYN'"—=R"/n! LT'+P'(N'—RYYW/n! LT~
8}

Here N ') is the number of prompt events with spin up
(down) passing all ppy tests, and R '} is the correspond-
ing number of random events. The number of incident
protons n ]}’ was proportional to the total charge col-
lected by the SEM, and the system live time LT[ was
obtained from the number of pulser events submitted to
the system and those recorded on tape; the live time was
typically 80%.

The beam polarization was determined by observation
of pp elastic scattering from a CH, target at 17° in the

laboratory. The recoil protons were detected in coin-

A
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cidence to reduce (p,2p) background. The contribution
from the background was determined from separate runs
with a '2C target. The (p,2p) contribution was found to
be 9.9% and resulted in an effective analyzing power for
CH, of 0.372. The corresponding pp elastic analyzing
power'! would have been 0.397. The average beam polar-
ization, P') in Eq. (1), was about 75%.

The analyzing powers and their statistical errors are
plotted in Figs. 6 and 7 along with theoretical calcula-
tions for the Bonn and Paris potential models, as well as
the soft-photon approximation (SPA).'> For LE angles
14° and 22°, two adjacent LE bins were added together to
improve the statistics. Angles listed on these plots corre-
spond to the center of an 8°-wide LE bin. The plots at an
LE angle of 28° contain only a single bin 4° wide. The
HE bins for all plots are 5° wide. The abscissa is photon
detection angle, divided into 16 bins whose width ranged
from approximately 5° for the cylindrical counters to ap-
proximately 11° for the cubical counters.

The theoretical values, 18 Cherenkov angles equally
spaced between 0° and 180° for each HE/LE angle bin,
have been taken as the average of four coplanar points
equally spaced within the HE and LE bins. The uncer-
tainty in the averaging procedure to determine the
theoretical cross sections, estimated by evaluating some
central values using a 16-point grid, is generally less than
2% (the worst case being approximately 6% at the larg-
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FIG. 6. ppy analyzing powers for the SAC mode, together with theoretical curves calculated with the soft-photon approximation
(solid line), Paris potential (dotted line), and Bonn potential (dashed line).
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est photon detection angle). The only systematic errors
in the experimental analyzing powers are those arising
from a 1.5% uncertainty in the incident proton beam po-
larization. This has a contribution of 1% from uncer-
tainty in the analyzing power of hydrogen,'! and from a
1% uncertainty in instrumental effects in the polarimeter.

The data points plotted in Figs. 6 and 7 are also listed
in Table 1.

B. ppy cross sections

The threefold unpolarized differential cross sections
d’0 /d Qypd Qy pded,, were determined from

_z PYNL)  PUNP)
s el N L )
P'+P* | ny LT ny LT
for the polarized-beam data and
_, Nk
00=Z—5—% (3)
nincLT

for the unpolarized-beam data, where o is short for
dc /dQ pgdQyed6, and  Ng=N—R. Here

Z =€e(AQ)/AQny,, where €(AQ) is the Monte Carlo
correction factor for a given bin, AQ=AQugAQgAD,.
Ny, is the number of target protons in the path of the
beam as determined from analysis of the prescaled HE
elastic scattering

elastic events, N, and the known'!

cross section o), by the relation
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- €4(AQ,) Ng 1 @
# Aﬂel nincLT Ol ‘

The solid angle for elastics A}, was determined by one
of the HE scintillators in the center of the full angle
range, and was only about 1.5° in size. The ratio between
the value of n, thus determined and the value calculated
from the nominal target thickness of 5 mm was 0.770
(LAC) and 0.776 (SAC). This discrepancy is larger than
expected, but may arise from pressure differences be-
tween the thin-walled liquid cell and the surrounding hy-
drogen gas. The solid angle A subtended by the LE
plastic scintillators was 6.09 msr. The solid angle AQyg
was determined from a software analysis cut applied to
the x and y coordinates of the drift chamber just
upstream of the dipole C magnet. (This cut was also used
in the selection of both the ‘“real” and ‘“‘ideal” Monte
Carlo events.) The polar angle subtended by a particular
Cherenkov counter A6, had values ranging from 4.4°
(cylinders) to 10.7° (cubes). N° R® LT° and n?_ have
the same definitions as N''*), R LT and n [} ex-
cept that they are for the unpolarized beam.

The unpolarized differential cross sections, combining
the unpolarized with the polarized data, are

_0,/(80,+0,/(80,)
1/(80,Y+1/(80,)

(5)
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Cross sections with statistical errors are plotted in
Figs. 8 to 11, along with theoretical curves for the Bonn,
Paris, and soft-photon approximations. The data are
normalized by multiplying by a factor of 2/3 to facilitate
comparison with the theory. (A discussion of this factor
is left to the section on results.) The data points plotted
in Figs. 8 to 11 are also listed in Table II with this nor-
malization constant.

Because of the sensitivity of the Monte Carlo correc-
tion factors to the amount of absorbing material and an-
gle of bend through the magnet for lower-energy protons,
we include only those cross sections for which less than
10% of the “real” events were lost due to the following
effects: (1) penetration of the higher-energy LE protons
through the CH, absorbers and into the veto counters; (2)
complete absorption of lower-energy HE protons before
they reached the trigger counters; (3) lower-energy HE

protons being bent into the end 20-cm region of the HE
detector array. Detection of these events will be very
sensitive to the amount of energy-degrading material be-
fore the C magnet.

As with the analyzing powers, the theoretical cross-
section curves have been averaged (with a cross-section
weight) over four coplanar points within the HE and LE
bins. The errors introduced by this averaging are in gen-
eral much smaller than the statistical errors of the data,
except at the largest photon scattering angles where they
become comparable in size.

In considering the systematic errors in the cross sec-
tion we first note that since the bremsstrahlung cross sec-
tions were normalized to the elastic cross sections, some
uncertainties which were the same for both detection sys-
tems cancel and need not be considered. These include
the target thickness, computer dead time, and the num-

TABLE 1. ppy analyzing powers. Estimated scale uncertainty is 1.5%.

SAC small HE angles (12.4°)
LE angle 14.0° LE angle 22.0°

LE angle 28.0°

SAC large HE angles (17.3°)
LE angle 14.0° LE angle 22.0° LE angle 28.0°

9, (deg) 4, 4, 4, 4, 4, 4,
15.0 —0.199+0.137  —0255+£0.079  —0.326+0.120  —0.879+0.554  —0.110£0.092  —0.138+0.095
30.0 —0.170+0.063 —0.152+0.066 ~ —0.487+0.114  —0.104£0.064  —0.076+0.051 —0.195+0.070
40.0 —0213£0.073  —0.233£0.086  —0.353+0.136  —0.057+0.055 —0.140£0.055  —0.029+0.078
50.0 —0.148+0.046  —0.104+£0.049  —0242+0.082  —0.055+0.031 —0.063+0.030  —0.033+0.044
60.0 —0.12240.087  —0.127+0.101 —0.068+0.161 0.030+0.058 —0.093+0.057  —0.137+0.087
70.0 —0.089+0.054  —0.101+£0.064  —0.155+0.103 0.029+0.035 —0.059+0.037  —0.027+0.055
80.0 0011£0.11Z  —0.087+0.131 —0.46610230  —0.004+0.067 0.035£0.076  —0.002+0.119
90.0 —0.038+0.063  —0.254+0.080  —0.324+0.148  —0.051+0.038 0.015+0.043 —0.0560.071
100.0 —0.065+0.128  —0.031+0.142  —0378+0.275  —0.012+0.071 0.057+0.085 —0.1340.136
110.0 —0.160£0.055  —0.111£0.070  —0.032+0.120  —0.019+0.036  —0.050+0.041 —0.047+0.068
120.0 —0.122+0.071 —0.395+0.106 ~ —0.602+£0.227  —0.165£0.052  —0.12040.059  —0.253+0.112
130.0 —0.089+0.048  —0.267+0.063  —0.073+0.104  —0.106+0.037  —0.206:0.043 —0.225+0.070
140.0 —0.16740.080 ~ —0.281+0.106  —0.479£0.222  —0.149+0.069  —0.045+0.074  —0.326+0.128
150.0 —0.175+£0.046 ~ —0.220+£0.056  —0.568+0.126  —0.098+0.045  —0.187+0.040  —0.210+0.070
160.0 —0.01440.083 —0.25240.102  —0.674+0.211 0.064+£0.097 —0.07140.074  —0.243+0.138
170.0 —0.044+0.047  —0270+£0.053  —0.462+0.108  —0.049+0.068  —0.128+0.043  —0.333+0.075

LAC small HE angles (21.2°)

LAC large HE angles (27.8°)

0, (deg) LE angle 14.0° LE angle 22.0° LE angle 28.0° LE angle 14.0° LE angle 22.0° LE angle 28.0°
15.0 0.36610.462 —0.019+0.082 —0.230+0.091 0.110+0.139 —0.054+0.081
30.0 —0.065+0.064 —0.124+0.050 —0.039+0.068 —0.075+0.114 —0.093+0.047 0.010+0.054
40.0 —0.0931+0.054 —0.06610.050 —0.170+0.074 —0.0161+0.064 —0.051+0.043 —0.030+0.056
50.0 0.000£0.035 —0.031+0.033 —0.0061+0.047 0.030:+0.034 0.080+0.027 0.072+0.038
60.0 —0.074+0.056 —0.10010.056 —0.060+0.079 0.07010.049 0.1121+0.044 0.119+0.061
70.0 0.044+0.037 —0.018+0.038 —0.055+0.057 0.054+0.032 0.054+0.029 0.078+0.044
80.0 —0.016+0.063 —0.0671+0.074 0.021%0.101 0.097+0.058 0.050+0.055 0.079+0.088
90.0 0.117+0.041 —0.025+0.046 0.017+0.073 0.00410.036 0.007+0.035 0.059+0.054

100.0 —0.058+0.067 —0.003+0.075 0.108+0.113 0.091+0.060 —0.075+0.059 —0.151+0.094

110.0 —0.049+0.038 —0.028+0.044 —0.013+0.070 0.009+0.039 0.053+0.036 0.056+0.057

120.0 —0.044+0.038 —0.147+0.043 —0.002+0.070 0.046+0.042 0.048+0.037 0.07610.056

130.0 —0.003+0.041 —0.14910.046 —0.1851+0.076 0.053+0.053 —0.032+0.039 —0.119+0.063

140.0 —0.046+0.074 —0.238+0.082 —0.3001+0.128 0.014+0.109 —0.018+0.074 —0.117+0.110

150.0 0.052+0.053 —0.1224+0.051 —0.183+0.080 0.017+0.089 —0.0191+0.049 —0.1271+0.076

160.0 —0.055+0.108 —0.0231+0.094 —0.1631+0.141 —0.026+0.208 0.136+0.095 —0.266+0.135

170.0 —0.130+0.152 0.079+0.106 —0.297+0.144 0.126+0.435 0.005+0.114 —0.075+0.141




41 PROTON-PROTON BREMSSTRAHLUNG AT 280 MeV

ber of incident beam protons.

Some errors in measurement arise from uncertainties in
determining the solid angles subtended by the detectors.
For the Cherenkov counters A6, /6, (where 0, is the an-
gular range and A6, its uncertainty) ranged from 0.3% to
0.6%. For the LE detectors AQ; g/} g was estimated to
be 3.2%, and for the HE detectors AQyg/Qyg was 4.7%
(SAC) and 6.0% (LAC).

Efficiency calculations were another source of sys-
tematic error. The biggest contributor in this category
was the uncertainty in the photon detection efficiencies
derived through the Monte Carlo code EGS. These
stemmed from the following.

(1) Uncertainty in the determination of the absorber
thickness between the target and detector, integrated

2697

over the solid angle of the detector. A survey of the cal-
culated detector efficiencies showed that a difference in
absorber thickness of 10% resulted in a change in
efficiency (at the photon energies of this experiment) of,
very roughly, 3%. (A 10% uncertainty in the integrated
absorber thickness is probably a conservative estimate.)

(2) Uncertainty in the discriminator thresholds. The
code was run for a number of actual detector-absorber
combinations, each with a number of different discrimi-
nator thresholds centered around 20 MeV. The change
in efficiency was found to have only a slight dependence
on photon energy and was, on average, 0.7% per MeV
change in threshold. An estimated maximum uncertainty
in the discriminator thresholds of 7 MeV means an un-
certainty in the detector efficiency of 5%.

HEP LEP
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FIG. 8. ppy cross sections for the small-angle SAC. The data are normalized by multiplying by a factor of 0.667

curves as in Fig. 6.

. Theoretical
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(3) Uncertainty inherent in the EGS code itself which
must make some simplifications in simulating photon in-
teraction mechanisms. The code’s accuracy should be a
function of the photon energy and amount of absorbing
material, but in the worst case we estimate the error to be
less than 10%.

(4) Light collection efficiency. Geometrical effects are
hard to estimate but probably not important since tests
with 70-MeV electrons gave high efficiencies of around
97%.

Drift-chamber efficiencies were a third source of sys-
tematic error. What was important here was the uncer-
tainty in the relative efficiency of the sections of the
chambers where pp elastic events and ppy events were
detected. The fraction of events with missing coordinates
in a given plane varied by less than ~6% between the

K. MICHAELIAN et al.

180

Cross Section (pb/sr?rad )

120

180

41

two regions (except for the most upstream drift chamber
for which it varied by 10%). Furthermore, the relative
variation was similar in all planes. The sections of the
drift chambers closest to the beam had higher
inefficiencies due to unresolved multiple tracks. The ab-
solute inefficiencies due to “multiples” varied by ~10%
across a plane. Estimated total uncertainty in the relative
wire-chamber efficiency for elastic and ppy events is 2%.

Some other sources of error of significance were the
following.

(1) Errors quoted for the fitted values of the elastic
cross sections at 16.5° (SAC) and 27.8° (LAC) are both
about 1%.!!

(2) Error in the correction for the loss of elastic protons
due to nuclear reactions in the Cu absorber. This de-
pends on the absorber thickness and the geometry of the

180
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120 180

Lab Photon Angle (deg)

FIG. 9. ppy cross sections for the large-angle SAC.
curves as in Fig. 6.

The data are normalized by multiplying by a factor of 0.667.

Theoretical



scintillator hodoscope. The fraction of protons that un-
dergo a nuclear reaction in the Cu degrader and are not
detected was estimated from Ref. 13 to be 18% (LAC)
and 22% (SAC). The relative uncertainty in the reaction
probability is estimated to be about 10%.'* This could
then affect the cross sections by introducing an uncertain-
ty of 1.8% (LAC) and 2.2% (SAC).

Considering all the above-mentioned sources, the com-
bined total systematic error in the cross section, taking
the square root of the sum of the squares of the individual
errors, was estimated to be 18% for the worst case of low
photon energies at backward photon angles, and slightly
smaller at the forward photon scattering angles.
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VI. RESULTS AND CONCLUSIONS
A. Outline of potential model calculations

A complete description of the bremsstrahlung calcula-
tions of Workman and Fearing which are used for com-
parison with our data are given in Refs. 9 and 10 for the
potential models and in Ref. 15 for the soft-photon ap-
proximation. Here we give only a brief summary of the
potential model calculations so as to emphasize those in-
gredients that distinguish these calculations from older
ones.

The basic potential model approach is based on the

Cross Section (b /sr? rad)

o] A - 0 " L
0 60 120 0 60 120 180
4 T T 4 T T
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FIG. 10. ppy cross sections for the small-angle LAC. The data are normalized by multiplying a factor of 0.667. Theoretical

curves as in Fig. 6.
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two-potential formalism of Gell-Mann and Goldberger. '¢
In this approach the amplitude for ppy is expressed in
terms of matrix elements of the electromagnetic interac-
tion, which is taken to first order only, and in terms of
propagators and half-off-shell T-matrix elements. The
T-matrix elements incorporate the strong nucleon-
nucleon interaction to all orders and, in the present cal-
culation, are obtained for a given potential by solving the
Lippmann-Schwinger equation in momentum space.

The most significant new feature of these potential
model calculations is the use for the first time of modern
theoretically based nucleon-nucleon potentials, notably
the Paris and the Bonn potentials. A number of other
refinements were also included. In particular some
Coulomb corrections were added and one-pion exchange
was put in explicitly to account for the higher partial
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waves. All phase space and kinematic factors were evalu-
ated relativistically and care was taken with the frame
transformations required for the nucleon-nucleon ampli-
tudes. The calculation was done so as to be uniquely
gauge invariant through the first two orders in the pho-
ton momentum and gauge invariant, though not uniquely
so, to all higher orders. The electromagnetic vertex was
expanded in powers of 1/m and the so-called relativistic
spin corrections, which are the important relativistic
correction, were kept. Some other smaller relativistic
corrections which had not previously been included in
such calculations were also kept.

The main contribution not included was the double
scattering piece. This comes from situations when the
photon emission is both preceded and followed by a
strong scattering. Its leading term is proportional to the

Cross Section (b /sr? rad)
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FIG. 11. ppy cross sections for the large-angle LAC. The data are normalized by multiplying by a factor of 0.667. Theoretical

curves as in Fig. 6.
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TABLE II. ppy cross sections. The values include an arbitrary rescaling factor of 0.667 and corre-
spond to the points plotted in Figs. 8—11. All cross sections are in ub/sr’rad.

SAC small HE angles (12.4°)

0, (deg) LE angle 12.0° LE angle 16.0° LE angle 20.0° LE angle 24.0° LE angle 28.0°
15.0 0.410+0.116 0.899+0.248 0.951+0.287 0.963+0.328
30.0 0.710+0.181 0.733+0.194 0.793+0.223 0.814+0.254 0.675+0.210
40.0 0.834+0.262 0.944+0.344 0.645+0.225 0.822+0.338 0.698+0.261
50.0 0.520+0.098 0.657+0.147 0.689+0.169 0.609+0.139 0.437+0.099
60.0 0.529+0.192 0.613+0.246 0.473+0.206 0.540+0.223 0.5661+0.318
70.0 0.423+0.087 0.479+0.115 0.440+0.116 0.356+0.096 0.2911+0.071
80.0 0.286+0.119 0.657+0.310 0.389+0.184 0.399+0.246 0.384+0.221
90.0 0.536x0.126 0.530+0.147 0.46610.145 0.420+0.140 0.371£0.137
100.0 0.491£0.192 0.461+0.208 0.474+0.250 0.296+0.149 0.230%0.135
110.0 0.676+0.112 0.673+0.146 0.544+0.129 0.398+0.099 0.385+0.104
120.0 1.245+0.332 0.858+0.250 0.728+0.234 0.669+0.281 0.418+0.169
130.0 1.089+0.161 1.014+0.182 0.84410.186 0.552+0.125 0.569+0.152
140.0 1.949+0.545 1.517+0.492 1.126+0.411 1.099+0.486 1.107+0.618
150.0 1.789+0.230 1.698+0.275 1.118+0.195 1.153+0.260 0.788+0.171
160.0 1.891+0.490 2.188+0.613 1.98210.692 1.504+0.565 1.359+0.565
170.0 1.434+0.204 1.851+0.278 1.523+0.263 1.333+0.248 0.823+0.173
SAC large HE angles (17.3°)

0, (deg) LE angle 12.0° LE angle 16.0° LE angle 20.0° LE angle 24.0° LE angle 28.0°
15.0
30.0 1.4091+0.346 1.230+0.254
40.0 1.440+0.405 1.579+0.436 1.652+0.445
50.0 1.254+0.186 1.277+0.193 1.258+0.201 1.46110.232
60.0 1.235+0.366 1.149+0.330 1.496+0.432 1.351+0.442 1.2211+0.408
70.0 0.915+0.153 1.044+0.172 0.901+0.160 0.874+0.163 0.925+0.182
80.0 1.173+0.383 1.135+£0.370 1.052+0.415 1.0911+0.448 0.815+0.305
90.0 1.441+0.267 1.358+0.263 1.365+0.290 1.166+0.275 1.057+0.254

100.0 1.53410.448 1.256+0.405 1.546+0.624 0.928+0.343 1.081+0.461

110.0 1.450+0.186 1.471+0.226 1.197+0.203 1.035+0.190 0.919+0.169

120.0 1.968+0.392 1.961+0.443 1.777+0.442 1.585+0.434 1.051+0.309

130.0 1.715+0.211 1.823+0.252 1.780+0.284 1.295+0.206 1.561+0.315

140.0 1.988+0.500 2.695+0.691 2.653+0.833 2.1471+0.708 2.3431£0.915

150.0 2.170+0.357 2.127+0.301 2.611+£0.414 2.26710.393 1.520+0.265

160.0 1.551+0.526 2.549+0.736 3.830+1.211 2.186+0.638 1.883+0.677

170.0 1.916+0.318 1.818+0.313 1.4161+0.263

LAC small HE angles (21.2°)

0, (deg) LE angle 12.0° LE angle 16.0° LE angle 20.0° LE angle 24.0° LE angle 28.0°
15.0 1.060+0.208 1.488+0.296
30.0 0.88410.142 1.360+0.232 1.3411+0.224 1.532+0.254
40.0 0.969+0.182 1.449+0.268 1.306+0.250 1.942+0.406 1.805+0.360
50.0 0.926+0.105 1.150+0.141 1.267+0.154 1.3771£0.179 1.667+0.226
60.0 1.082+0.220 1.4471+0.333 1.722+0.407 1.324+0.290 1.664+0.407
70.0 0.888+0.115 1.06010.144 1.046+0.150 1.192+0.175 1.064+0.155
80.0 1.071£0.229 1.232+0.308 0.922+0.237 1.288+0.372 1.432+0.431
90.0 1.451+0.199 1.613+0.262 1.4061+0.241 1.355+0.261 1.342+0.277

100.0 1.560+0.346 1.378+0.311 1.531+0.413 1.333+0.383 1.401+0.409

110.0 1.603+0.180 1.540+0.200 1.287+0.176 1.315+0.194 1.149+0.184

120.0 1.587+0.168 1.7341+0.211 1.544+0.202 1.660+0.252 1.557+0.266

130.0 1.711+0.193 1.752+0.212 1.483+0.189 1.828+0.281 1.566+0.257

140.0 1.956+0.417 2.103+0.470 1.852+0.417 1.639+0.394 2.262+0.747

150.0 1.287+0.188 2.276+0.328 2.077+0.305 1.844+0.284 1.799+0.289

160.0 1.008+0.270 2.467+0.619 1.8324+0.460 1.967+0.502 1.937+0.552

170.0 1.150+0.309 1.433+0.440 1.4101+0.432
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TABLE II. (Continued).

LAC large HE angles (27.8°)

0, (deg) LE angle 12.0° LE angle 16.0° LE angle 20.0° LE angle 24.0° LE angle 28.0°
15.0 1.831+0.360
30.0 1.966+0.297 2.352+0.331
40.0 2.394+0.426 2.651+0.472 2.5491+0.407
50.0 1.596+0.172 2.247+0.265 2.388+0.266 2.335+0.258
60.0 1.490+0.280 2.137+0.402 2.11210.388 2.349+0.443 2.804+0.560
70.0 1.274+0.141 1.948+0.235 2.043+0.256 2.061+0.268 1.781+0.212
80.0 1.321£0.251 1.996+0.417 2.073+£0.436 2.013£0.451 1.801+0.421
90.0 1.830+0.239 2.698+0.358 2.640+0.371 2.687+0.429 2.3621+0.367

100.0 1.9351+0.395 2.658+0.553 2.4461+0.523 2.027+0.419 2.343+0.572
110.0 1.366+0.165 2.258+0.263 2.285+0.284 2.007+0.245 2.3224+0.330
120.0 1.197+0.151 2.2621+0.266 2.335+0.286 2.203+0.266 2.455+0.330
130.0 0.977+0.159 1.958+0.242 2.418+0.311 2.474+0.337 2.031+0.275
140.0 0.790+0.340 2.161+0.538 2.532+0.590 2.841+0.729 2.857+0.806
150.0 1.487+0.255 2.234+0.340 2.339+0.359 2.157+0.341
160.0 1.418+0.527 2.067£0.567 2.590+0.774 1.616+0.436
170.0 1.185+0.415 1.505+0.550

total momentum in the center of mass so the calculation
was done in the center of mass to suppress this contribu-
tion. The full calculation of these terms has been done at
lower energies by Heller and Rich!” and by Brown'® who
found they contributed by of the order of 15% or less, de-
pending on the geometry, at 158 MeV. Some additional
gauge terms coming from the momentum dependence of
the potential were also not included. These momentum-
dependent terms are very difficult to calculate consistent-
ly with a given potential and as yet have never been com-
puted. "’

B. Comparison—experiment versus theory

The x? of the measured analyzing powers with respect
to the Bonn and Paris potential calculations, as well as
the soft-photon approximation, are listed in Table III.
For the larger-angle pairs, which generally have lower
photon energies and correspond more closely to on-shell
situations, both potential models and the SPA predict
similar small analyzing powers and our analyzing power
results are consistent with these predictions. For the
smallest proton angles, which correspond to the most
off-shell situations, potential model and SPA predictions

are quite different. Our results follow the potential model
calculations and disagree strongly with the SPA predic-
tions. We take this as some of the first unequivocal evi-
dence in proton-proton bremsstrahlung for the impor-
tance of non-soft-photon contributions.

For many of the proton angle pairs the measured cross
sections show a dependence on 6, which is similar to that
of the potential model calculations, but with a different
normalization. For Oygp=12.4° and 21.2° a reasonable
agreement is obtained if the data are multiplied by a fac-
tor of 0.667. This factor is close to the ratio of inferred to
nominal thicknesses of the hydrogen target, although we
have found no other reason to reject the elastic-scattering
normalization. The cross sections for Oygp=17.3° re-
quire a normalization factor of 0.55, while at Oygp=27.8°
the measured and calculated angular distributions have
different shapes in four out of five cases. If one were to
assume the discrepancy to be due to measurement error,
rather than shortcomings of the theory, error in overall
normalization and errors in calculating photon detection
probability are the most likely sources. However, a sim-
ple renormalization of the data does not account for all
the discrepancies observed. The elastic-scattering data

TABLE III. y? per data point for the analyzing power data in Figs. 6 and 7. Each y? value includes

16 points.
LEP angle
(deg) SPA Bonn Paris SPA Bonn Paris
SAC HEP angle=12.4° SAC HEP angle=17.3°
14.0 10.84 0.845 1.282 8.078 2.429 2.352
22.0 5.566 0.986 1.743 6.308 2.056 2.078
28.0 1.272 1.545 1.393 2.203 1.272 1.352
LAC HEP angle=21.2° LAC HEP angle=27.8°
14.0 4.191 1.814 1.842 1.998 0.782 0.950
22.0 2272 1.549 1.329 3.264 2.219 2.448
28.0 1.498 1.108 1.052 2.584 1.860 1.983
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was analyzed independently a second time when the nor-
malization problem became apparent and consistent re-
sults were obtained. The estimated error in the normali-
zation is 17%.

Some contributions neglected in the theoretical calcu-
lations do increase the cross section. In particular the
double scattering terms as calculated at lower energies by
Heller and Rich!” and Brown'® can be as much as 15%
under some circumstances. However, these terms are
corrections of higher orders in the photon momentum, as
are the other terms which have not been included. Thus
they should be largest for the most off-shell cases corre-
sponding to the smallest angle pairs, should decrease as
the angles get larger, and should vanish in the extreme
soft-photon limit. The fact that the observed normaliza-
tion discrepancy does not do this but seems to be nearly
independent of angle suggests that these terms neglected
in the theoretical calculations are not the primary ex-
planation for the difficulties with the normalization.

C. Conclusions

Although the y? values for the analyzing powers tend
to favor the Bonn potential, we do not suggest that this
experiment can select the most appropriate existing po-
tential for the nuclear force. The statistical errors are, in
most bins, larger than the differences between the Paris
and Bonn potentials for both the cross sections and the
analyzing powers. The kinematics of this experiment
meant we were studying the amplitudes at off-shell mo-
menta between 1.0 and 2.5 fm ™!, on-shell momenta less
than 1.8 fm™!, and at energies where the P-wave ampli-
tude is most important. Calculations show that the Bonn
and Paris potentials differ most in their off-shell behavior
in the S wave, which here however gives a fairly small
contribution. !*

The most important results of this experiment are the
first analyzing power measurements of the bremsstrah-
lung process and the first comprehensive measurements
of both cross sections and analyzing powers over a wide
range of kinematic conditions. The analyzing powers
give the first evidence showing that the off-shell behavior
of the nucleon-nucleon force cannot be explained by
soft-photon terms alone. We also conclude that both the
Paris and Bonn potential models provide a reasonable
description of the off-shell nature of the NN force as
probed by the ppy reaction in this experiment.
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APPENDIX: SUMMARY
OF MONTE CARLO CORRECTIONS

In calculating the ratio ‘“‘ideal”/“real” the following
approximations were made.

(1) All events were generated within the 5-mm-thick
liquid-hydrogen portion of the target. Without this
simplification the geometry would be complicated, mak-
ing the efficiency for photon detection extremely difficult
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to calculate. This approximation is justified since the
detectors were shielded from observing most of the gas
on either side of the target. Also, good intrinsic resolu-
tion of the VDC’s gave good definition of the liquid por-
tion of the target, to which a software cut was applied.

(2) No multiple scattering through air was calculated
while the HE proton was in the field of the C magnet be-
cause of the complication this presents to the ray tracing.
The proton was, however, multiple scattered through an
equivalent thickness of Cu divided into two sections
placed just before and after the field.

(3) The magnetic field dropped to zero at the site of the
anode plane of the VDC just downstream of the C mag-
net. The field was actually approximately 4% of the gap
field value in this region. To correct for this, the ampli-
tude of the gap field was increased to give the correct an-
gle of bend for protons of all energies.

1. “Ideal” events

As events were already weighted for phase space by
generation uniformly in the center-of-mass system before
transforming to the laboratory frame, a cross-section
weight was determined by interpolating the square of the
matrix element (cross section with phase-space factor di-
vided out) on a four-dimensional grid of the variables Gy,
OuEps OLEp> and ¢ gp (obtained after a rotation such that
duep=0). This number was normalized to a value be-
tween 0 and 1 by dividing it by the maximum |matrix ele-
ment|? for the particular configuration, LAC or SAC.

An array element “ideal” (LE,HE,CER) was incre-
mented by an amount equal to the cross-section weight if
the following tests were passed: (1) The HEP passed
within the active limits of chamber 1; (2) the HEP passed
the solid angle cuts on VDC coordinates 2X and 2Y
which were applied to the experimental data; (3) the LEP
hit one of the LEP detectors; (4) the photon had a polar
angle 0, within the polar angle range subtended by one of
the Cherenkov detectors.

Each configuration had two HE angle bins; the LAC
ranges were 18.0°-24.5° and 24.5°-31.0%; the SAC angle
ranges were 9.9°-14.8° and 14.8°-19.8°.

2. “Real” events

A cross-section weight was determined as in the
“ideal” case. The efficiency of each photon detector was
determined at the upper and lower kinematic limits of the
photon energy (for a given LE, HE, and CER bin) with a
separate Monte Carlo program EGS. This program deter-
mined the total energy deposited within the Pb glass by
the electrons and positrons of the shower, which develops
as a result of the photoelectric effect, Compton scatter-
ing, or pair production by the photon. Input to the pro-
gram were the type and the amount of material between
the event production point and the lead glass, the initial
angle with respect to the detector axis, the initial photon
energy, and the material and thickness of the detector.
The detection efficiency was calculated as the number of
events with deposited energy above a 20-MeV discrimina-
tor threshold, divided by the total number of events. An
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inefficiency correction was included to account for pho-
ton events that pair produce or Compton scatter in the
absorber before the detector (those photons deposit
enough energy to trigger the charged particle veto that
was in anticoincidence with the Pb glass detectors). A
linear interpolation was made between calculated
efficiencies at the two kinematic limits to determine the
efficiency at the particular photon energy of the event.
Values of this efficiency ranged from 38% for the most
backward detected photons (which have the lowest ener-
gy), to 71% for the most forward detected photons.

The VDC inefficiencies due to missing and multiple
events were determined from events not subjected to the
cuts of the skimming process. First, the active area of
each VDC plane was divided into four equal sections.
The “not missing” fraction on a given plane was calculat-
ed as the ratio of the number of events which were good
in all planes (i.e., not missing and not multiple) to those
events that were good in all planes other than the given
plane. The position of the “missing” along a given plane
was determined from the position of the track in a neigh-
bor plane. The “not missing” efficiencies varied from
chamber to chamber and across each chamber, but aver-
aged about 93% per plane. The percentage “not multi-
ple” was determined from the ratio of events with a good
coordinate in each plane to the sum of good events plus
those that had at least one multiple coordinate. The
combined ‘“not multiple” efficiency over the five planes,
calculated as a function of track position on the x-anode
plane of the second chamber, averaged about 82%. The
real events were weighted for the VDC efficiencies by
determining what section of a particular chamber the
event passed through, and then assigning the efficiency of

K. MICHAELIAN et al. 41

that section to the event.

Corrections for events involving multiple Cherenkov or
LE detectors were determined for a given detector from
the ratio of those events which had a single Cherenkov
(or LE) hit over those that had a single hit plus those that
were multiple. The results were roughly 97% and 92%,
respectively.

Before an event was accepted and counted, a number
of conditions were placed on the energies of the two pro-
tons. The energy of the LEP at its detector had to be
greater than 1 MeV to be accepted by the discriminators
and be less than 143 MeV or it would penetrate the ab-
sorber behind its detector and trigger its elastic veto
counter. Also the energy of the HEP at its plastic detec-
tors had to be greater than the discriminator threshold of
1 MeV.

In summary, an array “real” (LE,HE,CER) was incre-
mented by an amount equal to the product of the weights
of the cross section. VDC “not multiple”” and ‘“‘not miss-
ing” efficiencies, Cherenkov and detection and “not mul-
tiple” efficiencies, and LE “not multiple” efficiency, if the
following tests were satisfied: (1) The HEP passed within
the active limits of all drift chambers; (2) the HEP passed
within solid angle cuts on anode planes 2X and 2Y that
were applied to the experimental data; (3) the HEP
passed within the physical limits of the C magnet; (4) the
HEP passed within the physical limits of its plastic
trigger counters; (5) the energy of the HEP at its trigger
counters was above 1 MeV; (6) the LEP hit one of its
detectors; (7) the energy of the LEP at its detector was
above a 1-MeV threshold; (8) the energy of the LEP at its
detector was below 143 MeV; (9) the photon passed
within the physical limits of a Cherenkov detector.
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